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MOTIVATION

TRIÈST: Counting Local and Global Triangles in  
Fully-Dynamic Streams with Fixed Memory Size

Social networks are constantly evolving
• 1500 Facebook friend requests / sec. 
• 2000 FB messages/sec.
• 1000 new tweets per second on Twitter

Properties of real graphs are inherently 
volatile and we need efficient algorithms 
that keep track of fast changing 
properties over massive graphs with 
billions of edges.
 

Key implications:
• Re-running the algorithm 
from scratch at every 
update is infeasible;

• Approximations provide 
sufficient information;

• No knowledge of the 
size of the stream…

• …there is no end of the 
stream, so no post-
processing at the end of 
the stream is possible.

TRIANGLE COUNTING

Many applications: anomaly detection, event 
detection, link prediction, community detection.

TRIÈST FOR INSERTION ONLY STREAMS

For all algorithms:
• Single pass over the data;

• Pre-specified memory space; 

• Fu l l u t i l i za t ion of ava i lab le 
memory;

• Unbiased estimators;

• Complete analysis of the variance;
• Concentration bounds.

OUR CONTRIBUTION

TRIÈST FOR FULLY 
DYNAMIC STREAMS

REFERENCES

Wide gap MASCOT

THEORETICAL GUARANTEES

None of the previous works has all the 
following properties: Single pass, fully-
dynamic, fixed memory space, small query 
time, unbiased estimate of global and local 
triangles. 

EXPERIMENTAL 
SETTING

EXPERIMENTS: TRIÈST-FDEXPERIMENTS: TRIÈST-IMPR
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TRIEST-IMPR has smaller error than all s.o.a methods.
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Allowing the same 
expected memory 
use to all algorithms.

Average Global Estimation Error

TRIÉST-IMPR Memory utilization

Our algorithm is very fast    100     per update

Update time larger only w.r.t 
i ndependen t samp l i ng 
methods
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Avg. Update Time vs Algorithm

Order of magnitude 
faster 
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TRIÉST-IMPR Average Update Time

Estimation errors for sliding window deletions

Estimation errors for massive deletions

Sliding window deletions, M = 2x105 for (a,b,c) and 
M = 106 for (d)

TRIÈST-FD archives high accuracy and scalability even with limited sample space and high number of deletions
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Full paper and software 
available at: http://
bigdata.cs.brown.edu/
triangles.html

Fundamental primitive in data mining.

Global triangles

Local triangles 
for each vertex

A suite of three algorithms for triangles 
counting using reservoir sampling:

• TRIÈST-BASE: baseline algorithm 
for insertion only streams;

• TRIÈST-IMPR: improved algorithm 
for insertion only streams;

• TRIÈST-FD: algorithm for fully-
dynamic graph streams.

TRIÈST (TRIangle ESTimation)

Using Reservoir Sampling TRIÈST-BASE maintains a 
sample of size M of the edges in the stream:

1.For t <= M: add the t-th edge to the sample S;
2.For t > M, with prob. M/t add the t-th edge to S and 

discard an edge selected uniformly at random from S;

• S is a uniform sample of fixed size = M;
• Each time the sample S is updated, we update the global 

counter T (local T(u)) of the number of triangles in the 
sample subgraph;

• In order to count a triangle, all its edges need to be in the 
sample subgraph. The probability of this event is:

• Global estimator:
• Local estimators:
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Can we do better?
• We do not need to sample all the edges of a triangle 

to count it!
• If two edges of a triangle are in the sample and the 

third one is observed on the stream, TRIÈST-IMPR 
counts the triangle independently of whether the 
third edge is actually sampled.

• Probability of counting a triangle increases to:
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Reduced variance of estimators
Complexity of the analysis increases  
order of edges becomes relevant

TRIÈST-IMPRTRIÈST-BASE

TRIÈST provides unbiased estimators 

• Handles edges insertions and deletions

• Single pass algorithm;

• Deletions can hit the sample subgraph;

• We build on Random Pairing sampling by 

Gemulla et al. [2008]:

• Allows to pair deletions with future 

insertions;

• We only need counters for the number 

of unpaired deletions.

• Variance of the estimators grows with 

respect to the effective size of the graph 

(total insertions - total deletions)

MODEL
• Start from an empty graph;
• Time  discretized according to edge 

updates;
• Arbitrarily long sequence of edge 

updates…
• … in adversarial order.

t
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• TRIÈST builds on reservoir sampling to utilize all 
the available memory of fixed size M;

• At any time, the K  M edges in memory are 
chosen uniformly at random from all subsets of K         
edges in the graph seen so far;

• The edges maintained in memory constitute a 
sample subgraph of the entire network;

• TRIÈST keeps counters T and T(u) for the number 
of global local triangles in the sample subgraph;

• The counters are used to obtain unbiased 
estimators for the number of global      and local

             triangles in the entire network.

SAMPLING 
STRATEGY
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ANALYTICAL 
CHALLENGES

The analysis is complicated because in a fixed size 

sample, the inclusion of edges in the sample are not 

independent events:

• Proving analytical bounds for the sample variance 

of our algorithms is significantly harder compared to 

algorithms that use fixed probability sampling and 

have variable sample size.

Several benefits:

• full utilization of available fixed memory;

• reduced variance through the graph evolution;

• no need to fix a priori sampling probability;

• improved performance in experimental setting           multiplicative approximation(", �)

Yahoo! graph with 
billions edges; 

Max/Min estimate
are almost coincident;

Very low variance:

M = 106   (<0.1% graph).

Highly concentrated estimates around the unbiased mean.

Better use of available memory space than fixed sampling 
probability approaches, through graph evolution 

LastFM graph
• 4 x 107 + edges
• 109 + triangles
• M = 105 
(< 0.3% size of the 
graph)

TRIÈST-FD
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